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Microprocessors—Evolution and 
Introduction to 8085

1

LEARNING OUTCOMES
After studying this chapter, you will be able to understand the following:

1.1 INTRODUCTION
The microprocessor is an electronic chip that functions as the central processing 
unit (CPU) of a computer. In other words, the microprocessor is the heart of any 
computer system. Microprocessor-based systems with limited resources are called 
microcomputers. Today, microprocessors can be found in almost all consumer 
electronic devices such as computer printers, washing machines, microwave ovens, 
mobile phones, fax machines, and photocopiers and in advanced applications such 

dozen microprocessors in different forms inside various appliances. The recent 
developments in the electronics industry and the large-scale integration of devices 
have led to rapid cost reduction and increased application of microprocessors and 
their derivatives.
 Typically, basic microprocessor chips have arithmetic and logic functional units 

all microprocessors use the basic concept of stored-program execution. Programs 
or instructions to be executed by the microprocessor are stored sequentially in 
memory locations. The microprocessor, or the processor in general, fetches the 
instructions one after another and executes them in its arithmetic and logic unit. So 
all microprocessors have a built-in memory access and management part as well 
as some amount of memory.

and programmed by the user. Without a program, the microprocessor unit is a 
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2    Microprocessors and Interfacing

must also understand the instructions that a microprocessor can support. Every 
microprocessor has its own associated set of instructions; this list is given by all 
microprocessor manufacturers. The instruction set for microprocessors is in two 
forms—one in mnemonic, which is comparatively easy to understand and the other 

for us to understand. Generally, programs are written using mnemonics called 
assembly-level language and then converted into binary machine-level language. 
This conversion can be done manually or using an application called assembler.

real world data. Data are available in many forms and from many sources. To input 
these data to the microprocessor, the microprocessor-based systems need some 
input interfacing circuits and some electronic processing circuits. These circuits 

This again needs interfacing circuits and ports. So a microprocessor-based system 
will need a set of memory units and interfacing circuits for inputs and outputs. 

microcomputer system. 
The physical components of the microcomputer system are called hardware. The 

software.
 The semiconductor manufacturing technology for chips has developed from 
transistor–transistor logic (TTL) to complementary metal-oxide-semiconductor 
(CMOS). Microprocessor manufacturing also has gone through these technological 
changes. The other semiconductor manufacturing technology available is emitter-
coupled logic (ECL). TTL technology is most commonly used for basic digital 
integrated circuits; CMOS is favoured for portable computers and other battery-
powered devices because of its low power consumption. 

1.2 EXPLANATION OF BASIC TERMS
The terms relevant to the use of microprocessors are explained in this section. These 
explanations will give the reader an understanding of various microprocessor-
related terms, technologies, and topics. 

Chip 
required circuits and transistors etched on it to perform a particular function. 
Simpler processors may consist of a few thousand transistors etched onto a silicon 
base just a few millimeters square.

Bit 
unit of computer memory. In binary form, a bit can have only two values, 0 or 1, 
whereas a decimal digit can have 10 values, represented by symbols 0 through 9. 

Bit size The bit size of a microprocessor refers to the number of bits that can be 
processed simultaneously by the basic arithmetic circuits of the microprocessor. 

Word
microprocessors, a word refers to the basic data size or bit size that can be processed 
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Microprocessors—Evolution and Introduction to 8085    3

Memory word The number of bits that can be stored in a register or memory 
element is called memory word. Mostly, all memory units use eight bits for their 
memory word.

Byte

Nibble

Kilobyte 10 bytes).

Megabyte   bytes).

RAM or R/W memory Random access memory or read/write memory is a type 
of semiconductor memory in which a particular memory location can be erased 
and written with new data at any time. These memory units are volatile, which 
means that the contents of the memory are erased when the power to the chip is 
disrupted. The access of the individual memory location can be done randomly. In 

DRAM Dynamic random access memory is a semiconductor memory in which 
the stored contents need to be refreshed repeatedly at about thousands of times per 
second. Without refreshing, the stored data will be lost. These memory chips are 
preferred in a computer system as these are slower but economical. 

SRAM Static random access memory

faster. 

ROM Read only memory devices are memory devices whose contents are 
retained even after removing the power supply. 

Arithmetic and logic unit
to perform arithmetic and logic operations on digital data. The typical operations 

will decide the processor’s functionality. 

Microcontroller
memory, and input/output signal ports. Microcontrollers can be called single-chip 
microcomputers.

Microcomputer The system formed by interfacing the microprocessor 
with the memory and I/O devices to execute the required programs is called 
microcomputer. 

Bus  a group of wires/lines that carry similar information.

System bus The system bus is a group of wires/lines used for communication 
between the microprocessor and peripherals. 
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4    Microprocessors and Interfacing

Firmware Software written for a microprocessor application without provision 

of the computer system. 

Input device The devices that are used for providing data and instructions to the 
microprocessor or microcomputer system are called input devices. Keyboard and 
mouse are the common input devices.

Output device The devices that are used for transferring data out of the 
microprocessor or microcomputer system are called output devices. Display 
screen, printer, and other forms of display are the common output devices. 

Floppy disk

Disk drive The hardware component that is used to read or write data to devices 

Computer architecture 
digital computer are together called computer architecture.

Von–Neumann architecture The architecture in which the same memory is 
used for storing programs as well as data.

Harvard architecture The architecture in which programs and data are stored 
in two separate memory units.

CISC processor Complex instruction set computer is a processor architecture 
that supports many machine language instructions. 

RISC processor Reduced instruction set computer is a processor architecture 
that supports limited machine language instructions. RISC processors are expected 
to execute the programs faster than CISC processors.

High-level language 

languages.

Assembly language
or the instruction set of a particular microprocessor is called assembly language. 

understood as a high-level language program, but is easier than a machine language 
program.

Machine language Machine language refers to binary code programs that are 

language is the lowest level language and cannot be easily understood.

Assembler 
program into machine-level language program.

Compiler 
into machine-level language program.
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Microprocessors—Evolution and Introduction to 8085    5

Interpreter
program one line at a time and converts it into machine-level program. Compiler 

Algorithm 

end points.

BIOS Basic input/output system is a set of programs that handles the input and 

must be provided with the corresponding BIOS routines.

Clock The circuit in the computer that generates the sequence of evenly spaced 
pulses to synchronize the activities of the processor and its peripherals is called 

is in the range of megahertz (MHz) or gigahertz (GHz). 

MIPS Million instructions per second is a measure of the speed at which the 
instructions are executed in a processor. 

Tri-state logic It is the logic used by digital circuits. The three logic levels used 
are high (1), low (0), and high impedance state (Z). The logic high state of a digital 

devices connected to it are not affected. 

Operating system The program that controls the entire computer and its 
resources and enables users to access the computer and its resources is called 
operating system. It is required for any computer system to become operational and 
user friendly. Under the control of the operating system, the computer recognizes 
and obeys commands typed by the user. In addition, the operating system provides 
built-in routines that allow the user’s program to perform input/output operations 

microprocessor-based systems, the program that controls the hardware is called 
monitor routine or monitor software.

1.3 MICROPROCESSORS AND MICROCONTROLLERS
The microprocessor (also called CPU) is the principal element of a computer 
as it executes lists of instructions. These instruction lists are commonly called 
programs. This programming language is complex to use since it is machine- or 

 Two types of processors are manufactured—the microprocessor and the 

The distinction comes from the established functionalities. 
 The general-purpose microprocessors give the computers all the necessary 
computing power. These microprocessors need additional circuitry elements such 
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6    Microprocessors and Interfacing

especially the start-up program that runs when the microprocessor is powered on. 
There are numerous microprocessors developed by many companies. The 

Microcontrollers are microprocessors designed specially for control 
applications. Microcontrollers contain memory units and I/O ports inside a chip, in 
addition to the CPU. Microcontrollers are otherwise called embedded controllers; 
they are generally used to control and operate smart machines. Some of the 
machines using microcontrollers are microwave ovens, washing machines, sewing 
machines, automobile ignition systems, computer printers, and fax machines. 

other advanced microcontrollers. 

1.4 MICROPROCESSOR-BASED SYSTEM

called a microcomputer system. The system consists of CPU, memory, and I/O 

Fig. 1.1

CPU Memory Input Output

Data bus

Control bus

processor with the other parts of the microcomputer system needs a three-bus 
architecture. The three buses are data bus, address bus, and control bus. 

to a postal address. In microprocessor systems, the addresses are all in binary, 
and in general, represented in hexadecimal number format. The address is a 
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Microprocessors—Evolution and Introduction to 8085    7

unique pattern used to identify a location 
in the memory or an I/O port. The 
address bus consists of many lines that 
transport the digital data sent by the 

corresponds to eight lines of addresses 
different memory 

locations. These addresses are written 
in hexadecimal number format as 00H–

different addresses. 

bus, the greater the number of locations the processor is able to manage. 

or between the I/O device and the processor is done through the data bus. The 

the peripherals. The control bus basically consists of signals for selection of the 
correct memory or I/O device from the address, indication of the direction of data 
transfer, and synchronization of data transfer between slow devices. Many of the 
control signals are given by the processor itself because the processor is the master 
of the computer system. Some control signals such as selection of the correct 
memory chip can be generated externally by the logic circuits. The timing of the 
control signal is very important; the entire timing of the operation is controlled by 

1.5 ORIGIN OF MICROPROCESSORS
th century. Its evolution started 

from the earlier mechanical calculating devices, in the 1930s. These devices used 

the personal computer revolution in the 1970s.
The transistor technology led to the development of complex devices called 

integrated circuits (ICs). The microprocessor, or microprocessing unit (MPU), 
later evolved as an IC and was designed to fetch instructions and execute the 

Input

Output

Input

Output

CPU

Fig. 1.2
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8    Microprocessors and Interfacing

1.5.1 First Generation (1971–1973)
The microprocessors that were introduced from 1971 to 1973 were referred to 

instructions serially—they fetched the instruction, decoded it, and then executed 

(PMOS) technology, which provided low cost, slow speed, and low output currents. 

microprocessors.

1.5.2 Second Generation (1974–1978)

chip grew. Very large-scale integration (VLSI) led to chips that had speeds up to 

technology to fabricate chips. They were manufactured using n-channel metal-

execution speed and higher chip densities.

1.5.3 Third Generation (1978–1980)

was designed using high density metal-oxide-semiconductor (HMOS) technology. 

1.5.4 Fourth Generation (1981–1995)
The microprocessors entered their fourth generation with designs containing more 

They were fabricated using high density/high speed complementary metal-oxide-
semiconductor (HCMOS), a low-power version of the HMOS technology. 
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Microprocessors—Evolution and Introduction to 8085    9

1.5.5 Fifth Generation (1995–till date)

Table 1.1 Comparison of general-purpose processors

General-purpose processors Transistors CPU speed Data length (bits) 

1.5.6 Timeline of Microprocessor Evolution
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10    Microprocessors and Interfacing

difference was in the available number of data bits of the data bus. 

operating systems, including Windows.
 

one for instructions and the other for data. It was based on dual pipeline 

memory architectures.

 

 (xi) 1999—Intel Celeron processor and Intel Pentium III processor

companies have their own chips and architectures in addition to the regular Intel-
based architectures.

1.6 CLASSIFICATION OF MICROPROCESSORS

architecture. 
 Based on the size of the data that the microprocessors can handle, they are 

 (i) General-purpose processors 
 (ii) Microcontrollers
 (iii) Special-purpose processors 

 General-purpose processors are those that are used in general computer system 
integration and can be used by the programmer for any application. Common 

processors. Microcontrollers are microprocessor chips with built-in hardware 
for the memory and ports. These chips can be programmed by the user for any 
generic control application. Special-purpose processors
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Microprocessors—Evolution and Introduction to 8085    11

to handle special functions required for an application. Digital signal processors 
are examples of special-purpose processors; these have special instructions to 

also examples of this category of microprocessors.

 (i) RISC processors 
 (ii) CISC processors
 (iii) VLIW processors
 (iv) Superscalar processors 

 RISC is a processor architecture that supports limited machine language 
instructions. RISC processors can execute programs faster than CISC processors. 
CISC processors have about 70 to a few hundred instructions and are easier to 
program. However, CISC processors are slower and more expensive than RISC 
processors.  Very long instruction word (VLIW) processors have instructions 
composed of many machine operations. These instructions can be executed in 
parallel. This parallel execution is called instruction-level parallelism. VLIW 
processors also have a large number of registers. Superscalar processors use 
complex hardware to achieve parallelism. It is possible to have overlapping of 
instruction execution to increase the speed of execution. 

1.7 TYPES OF MEMORY
Memory unit is an integral part of any microcomputer system. Its primary purpose is 
to hold program and data. The main objective of the memory unit design is to enable 

balance between cost and operating speed, a memory system is usually designed 
using different materials such as solid state, magnetic, and optical materials.

 (i) Processor memory/register
 (ii) Cache memory
 (iii) Primary or main memory
 (iv) Secondary memory

 Processor memory refers to a set of CPU registers. Processor registers are the 

are available within the processor, they are the fastest memory registers. The main 
disadvantage is the cost involved, which restricts the number of registers and their 
bytes.
 Cache memory is the fastest external memory; it is placed close to the processor. 
The instructions to be executed are placed in the cache memory for access by 

and if an instruction is not in cache, it refers to the primary memory.
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12    Microprocessors and Interfacing

Primary memory is the storage area from which all the programs are executed. 

memory. The primary memory is much larger than the processor memory and the 
cache memory but its operating speed is slower. The primary memory in a system 
varies from few KB to a few MB.

Secondary memory
source codes, compilers, operating systems, etc. These are not accessed directly or 
very frequently by the microprocessor in a computer system. Secondary memory 

devices are called non-volatile memories.

Primary memory normally includes ROM 

Fig. 1.3

Primary memory

ROM

Static Dynamic  
PROM

OTP  
ROM

EPROM EEPROM
memory

construction and hence larger size per unit storage. So they are more expensive. 

they are powered. However, they have simpler construction and smaller size per 
unit storage. These devices are less expensive and comparatively slower. 

their contents are programmed by the manufacturer. Since they are mass 
produced, they are inexpensive. The customer cannot erase or program it 
afterwards.
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Microprocessors—Evolution and Introduction to 8085    13

1.8 INPUT AND OUTPUT DEVICES
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14    Microprocessors and Interfacing

1.9  TECHNOLOGY IMPROVEMENTS ADAPTED TO   
      MICROPROCESSORS AND COMPUTERS

1.10 INTRODUCTION TO 8085 PROCESSOR
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Microprocessors—Evolution and Introduction to 8085    15

fetches instructions from the memory, decodes it (i.e., interprets the nature of 

stored in consecutive memory locations. The execution steps are repeated for all 
the instructions of the program until the execution is terminated by hardware or 

the results of the program may be either stored in the memory or transferred out 
through output ports.

the start of execution, the complete program must be stored in the memory. Let us 

single-byte instructions) and so on until it reaches the end of the program. 

processing unit (CPU), input and output units, and memory units, as shown in 

Fig. 1.4

Memory

Processor

(ROM)
Read only memory

Random access memory

Control unit

Input 
unit

Output 
unit
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16    Microprocessors and Interfacing

arithmetic and logical operations. The control unit translates the instructions and 

1.11 ARCHITECTURE OF 8085

  

similarities.

(iii) Special-purpose registers (iv) Instruction register and decoder
(v) Timing and control unit

1.11.1 Arithmetic and Logic Unit 

Interrupt control Serial I/O control

Temp reg.

data bus

Instruction 

 
and logic 

unit

Instruction
decoder

and  
machine

cycle 
encoding

Multiplexer

R
eg

. s
el

ec
t

Incrementer/Decrementer 

}Register 
array

Temp reg. Temp reg.

Temp reg. Temp reg.

Temp reg. Temp reg.

Temp reg. Temp reg.

Timing and controlCLK

CLK 
OUT

RD
WR S0S1

IO/M
HOLD

RESET OUT

Control Status Reset

RST RST SID SOD

Fig. 1.5

Power
supply
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Microprocessors—Evolution and Introduction to 8085    17

the data used in arithmetic and logic operations must be stored in the accumulator. 

arithmetic and logical operations are stored in the accumulator. If the operation 
needs only one data, that data must be stored in the accumulator. 

1.11.2 General-purpose Registers

Though the registers are all storage areas inside the microprocessor, they differ in 
the purpose of storage. The general-purpose registers are used to store only the 
data that is being used by the program under execution and the results obtained 
from it. These general-purpose registers are user accessible through programs. 

arithmetic and logical 
operations, these registers 
are used as the second 

being the accumulator 

registers but they can be 

as well. This can be 
achieved by combining 
the register pairs B and C, 
D and E, and H and L to 

They are then named register pairs BC, DE, and HL, respectively. 

location to which the HL pair is pointing, to the accumulator. The HL pair is pre-
loaded with the memory address in which data is available.

1.11.3 Special-purpose Registers

1.11.3.1 Accumulator

Data bus

Fig. 1.6 Registers of Intel 8085
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18    Microprocessors and Interfacing

logical operations. The output of an operation is also stored in the accumulator. 

communicates with input/output devices only through the accumulator.

1.11.3.2 Flag Register

others. In all other registers, each bit is part of a single binary byte value and hence 

the status of a recent arithmetic or logical operation. It may be set or reset after an 
arithmetic or logical operation according to the condition of the processed data. The 

register remain unassigned; 

show that they are not used 
and are don’t cares. 

be accessed externally.

the number. (It may be recalled that signed magnitude numbers use 1 to indicate 

signed arithmetic operations.

sets, i.e., it changes to binary 1 if the result in the accumulator is zero; if not, it 
remains reset, i.e., at binary 0. 

of an arithmetic operation in the accumulator. When addition is carried out, it 

value of the borrow in subtractions.

carry is generated in the process of an arithmetic operation in the accumulator, 

to the higher nibble). This carry is also called half-carry. It may also occur in the 

operation results in borrowing from the higher nibble. 

S Z P CY

D7 D3 D1 D0

Fig. 1.7 Flag register

© Oxford University Press. All rights reserved.

Oxfo
rd

 U
niversi

ty
 Pre

ss



Microprocessors—Evolution and Introduction to 8085    19

It is set for operation in the even parity mode.

1.11.3.3 Program Counter

next instruction to be executed. In other words, this register is used to sequence the 

the memory location indicated by the PC is moved to the instruction register and 

memory address from which the next byte is to be fetched, and hence the name 
program counter.

1.11.3.4 Stack Pointer

store the return address of the main program when a subroutine is called. While 

1.11.4 Instruction Register and Decoder 

locations, before their actual execution. The content of the register is decoded by 
the decoder circuitry, where the nature of the operation to be performed is decided 
(interpreted). In addition, there are two temporary registers W and Z, which are 
controlled internally and not available for user access.

1.11.5 Timing and Control Unit
The timing and control unit gets commands from the instruction decoder and 
issues signals on the data bus, address bus, and control bus. The following sections 
explain the operation of the various buses and the timing.

using buses. There are three types of buses—the address bus, the data bus, and the 
control bus.

1.11.5.1 Data Bus

wires with common functions are grouped together and referred to as the data bus.  
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20    Microprocessors and Interfacing

 The data bus (D0–D7) is a two-way bus carrying data around the system. 
Information going into the microprocessor and results coming out of the 
microprocessor are through this data bus. It is used for transfer of binary information 
between the microprocessor, memory, and peripherals. The lower group of eight 

count. Therefore, the multiplexed lower group of address lines and data lines is 

1.11.5.2 Address Bus
The address bus carries addresses and is a one-way bus from the microprocessor to 
the memory or other devices. It is a group of sixteen unidirectional lines that allows 

 bytes 

memory location. 

(D0–D7) and hence, they are bidirectional. When the instruction is executed, these 
lines carry the address bits during the early part, and the eight data bits during the 
later part. To separate the address from the data, a latch is used externally to save 
the address before the function of the bits changes.

1.11.5.3 Control Bus
The control bus carries control signals that are partly unidirectional and partly 

vital. The control bus typically consists of a number of single lines that coordinate 

will indicate whether memory is being written into or read from. Thus, they are 
individual lines that provide a pulse to indicate the operation of the microprocessor. 

which in turn are used to identify the type of device the processor intends to 
communicate with. The following points describe the control and status signals 

lines, thereby de-multiplexing the address bus and data bus.
(ii) RD

from the selected I/O or memory device and that they are available on the 
data bus.

(iii) WR
bus are to be written into a selected memory or I/O location.

(iv) IO/M
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Microprocessors—Evolution and Introduction to 8085    21

operation (IO/M = 0) and a high on this line indicates an I/O operation (IO/M
= 1).

operation being performed. The status 
signals combine with I/O signals to 
govern various operations; they are 

are low, the operation of the processor 
tends to halt. If S0 is low and S1 is 
high, the processor reads data. If S0 is high and S1 is low, the processor 
writes data onto a memory or I/O device. If both S0 and S1 are high, the 
fetch operation is performed.

how the movement of data within the computer is accomplished by a series of 

inside the microprocessor as well as in the external system.  Hence, the buses are 
present both internally and externally. 

priority externally initiated signals. When an interrupt signal is detected by the 
processor, it suspends the execution of the current program and executes the 

, 
Hold, and Ready as inputs. The following points explain these signals in 

active high signal.
(b) 

signal.

Table 1.2 Status signals and 
associated operations

S1 S0 States

0 0 Halt
0 1 Write
1 0 Read
1 

Memory Input
Output

Data bus

Control bus

MPU

D7
D0

Real 
world 
data

Fig. 1.8
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22    Microprocessors and Interfacing

interrupts. 
(e) 

counter is set to zero and the processor is reset.  It is an active low signal.

are connected to the processor. It is an active high signal.

and data buses.

the Hold request. During the Hold state, the peripheral (I/O) devices 
get control over the data and address buses for data transfer to and from 

is useful when high-speed peripherals want to transfer data to and from 
memory. The processor does not intervene during this period.

read/write signals until a slow-responding peripheral is ready to send or 
accept data. If this signal goes low, then the processor is allowed to wait 

Fig. 2.7 
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Microprocessors—Evolution and Introduction to 8085    23

  V 
for power supply.

1.11.5.4 Serial I/O Signals
There are two signals to implement serial transmission. They are serial input data 
(SID) and serial output data (SOD). The data bits are sent over a single line, one 
bit at a time, in serial transmission.
 (i) 

accumulator whenever a RIM instruction is executed.
 (ii) 

instruction. 

1.11.5.5 Power Supply and System Clock

 (i) 

divided by two to give the operating system frequency. There are three 
advantages in increasing the frequency of a crystal—as frequency increases, 
the crystal size becomes smaller, and the crystal becomes lighter and cheaper. 

frequency crystal can be used. So, to run the microprocessor at 3 MHz, a 
 

the microprocessor cannot execute any program.
 (ii) 

rest of the system. 

 VCC  V supply; VSS—ground reference. 

1.12 MICROPROCESSOR INSTRUCTIONS 
Every microprocessor has its own instruction set. Based on the design of the 

instructions for every microprocessor manufactured. The instruction set consists 
of both assembly language mnemonics and the corresponding machine code. 

programs by the users. The instruction set is based on the architecture of the 
processor. So to understand the instruction set of a processor, it is necessary to 
understand the basic architecture of the microprocessor and the user-accessible 
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24    Microprocessors and Interfacing

instruction is a bit pattern that is decoded inside a microprocessor 

these binary patterns so that the user can easily understand the functions performed 
by these instructions. The entire group of instructions that a microprocessor 
can handle is called its instruction set; this determines the microprocessor’s 

Rs = Source register 

Rp = Register pair            (BC, DE, HL, and SP)

( ) = Contents of 

1.13 CLASSIFICATION OF INSTRUCTIONS

functionality, length, and operand addressing.

1.13.1 Based on Functionality 

 (iii) Logical operations  (iv)  Branching operations
 (v)  Machine control operations

1.13.1.1 Data Transfer (Copy) Operations
This group of instructions copies data from a location called source register to 
another location called destination register. Generally, the contents of the source 

data transfer is used for the copy 
operation, it is misleading because it implies that the contents of the source 
memory location are destroyed. The various types of data transfer are listed in 
Table 1.3 along with examples of each type.

Table 1.3 Types of data transfer

Type  Example

 
and another register D to the accumulator

(Contd)

}
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Microprocessors—Evolution and Introduction to 8085    25

Table 1.3 Types of data transfer (Contd)

Type  Example

 

 
and the accumulator device to the accumulator

1.13.1.2 Arithmetic Operations

operations is stored in the accumulator; the result is also stored in the accumulator. 

a register or memory location with the contents of the accumulator. The result 

addition, i.e., the content of the HL register pair can be added to that of another 
register pair and the result stored in the HL register pair.

operation also uses the accumulator as reference, i.e., it subtracts the content of a 
register or memory location from that of the accumulator and stores the result in 
the accumulator.

Increment/Decrement These operations can be used to increment or decrement 

and logical operations, the increment and decrement operations need not be based 
upon the accumulator.

1.13.1.3 Logical Operations
Logical instructions are also accumulator-oriented, i.e., they require one of the 
operands to be placed in the accumulator. The other operand can be any register or 
memory location. The result is stored in the accumulator. The operations that use 

The data can be rotated left or right, through the carry or without the carry. 

is used to compare register or memory content with the accumulator content. The 

1.13.1.4 Branching Operations
Branching instructions are important for programming a microprocessor. These 
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26    Microprocessors and Interfacing

instructions can transfer control of execution from one memory location to another, 

instructions 
(ii) Execution control can return to the point of branching, which is stored by the 

1.13.1.5 Machine Control Operations
These instructions can be used to control the execution of other instructions. They 
include halting the operation of the microprocessor, interrupting program execution, 

1.13.2 Based on Length

 (i) One-byte instructions (ii) Two-byte instructions 
 (iii) Three-byte instructions

storage and execution by the processor. So the length of the machine language 
code instructions determines the length of the program. This in turn determines the 
amount of memory required for the program. 

1.13.2.1 One-byte Instructions
Instructions that require only one byte in machine language are called one-byte 
instructions. These instructions just have the machine code or opcode alone to 
represent the operation to be performed. The common examples are the instructions 
that have their operands within the processor itself. Some examples of one-byte 

content of a memory location to that of the accumulator, its machine code requires 
only one byte.

Let us now understand the 
instruction MOV Rd, Rs. This 
instruction copies the contents of 
source register Rs to destination 
register Rd.  (Rd  Rs)

It is coded as 01dddsss. Here, 
ddd is the binary code of one of the 
seven general-purpose registers that is the destination of the data and sss is the 
binary code of the source register. 

Example: 
 MOV A, B  (coded as 01111000 = 78H)

1.13.2.2 Two-byte Instructions 
Instructions that require two bytes in machine code are called as two-byte 

Table 1.4

Opcode Operand Machine code/Opcode/ 
  Hex code
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Table 1.5

 Opcode Operand Machine code/Opcode/Hex code Byte description

The instruction is stored in two consecutive memory locations. 
 MVI R, data—(R  data) 

Example: 
 MVI A, 32H (coded as 3E 32 in two contiguous bytes)
This is an example of immediate addressing. 

is not the data itself, but points directly to where it is located, this is called 

1.13.3.

1.13.2.3 Three-byte Instructions 
Instructions that require three bytes in machine code are called three-byte 

memory location. Some common examples of three-byte instructions are listed in 

Table 1.6

 Opcode Operand Machine code/Opcode/Hex code Byte description

  90 Third byte

© Oxford University Press. All rights reserved.

Oxfo
rd

 U
niversi

ty
 Pre

ss



28    Microprocessors and Interfacing

example of immediate addressing.) 

1.13.3 Addressing Modes in Instructions
Every instruction in a program has to operate on data. The process of specifying 
the data to be operated on by the instruction is called addressing
software development for the microprocessor requires complete familiarity with 
the addressing mode employed for each instruction. 

the destination is a register. The source and destination are operands. The various 
formats for specifying operands are called addressing modes

(i) Immediate addressing (ii) Memory direct addressing
(iii) Register direct addressing (iv) Indirect addressing
(v) Implied or implicit addressing

1.13.3.1 Immediate Addressing
Immediate addressing transfers the 
operand given in the instruction—a byte 
or word—to the destination register or 
memory location. The operand is part of 
the instruction. The format for immediate 

Example: 
MVI A, 9AH

(a) The operand is part of the instruction.
(b) The operand is stored in the register mentioned in the instruction. 

Example: 
ADI 05H

Immediate addressing has no memory reference to fetch data. It executes faster, 
but has limited data range.

1.13.3.2 Memory Direct Addressing
Memory direct addressing moves a byte or word between a memory location and 
register. The memory location address is given in the instruction. The instruction 
set does not support memory-to-memory transfer. Memory direct addressing is 

Instruction

                Opcode      Operand

Fig. 1.10
addressing
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Operand

Memory

Instruction

Fig. 1.11

Example: 
LDA 850FH 

accumulator.

Example: 
STA 9001H 

This instruction is used to store the contents of the accumulator in the memory 
address 9001H. 

In these instructions, the memory address of the operand is given in the instruction.
Direct addressing is also used for data transfer between the processor and 

the input port and store it in the accumulator; the OUT instruction is used to send 
the data from the accumulator to the output port.

Example: 
IN 00H and OUT 01H

1.13.3.3 Register Direct Addressing
Register direct addressing transfers a copy of a byte or word from the source 
register to the destination register. The operand is in the register named in the 
instruction. It executes very fast, has very limited register space, and requires 
good assembly programming. The operand is within in the processor itself; so the 

Fig. 1.12Fi 1 12

Operand

Registers  Opcode    Register R

Instruction

R
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30    Microprocessors and Interfacing

Example: 
MOV Rd, Rs
MOV B, C  

It copies the contents of register C to register B.

Example: 
ADD B

It adds the contents of register B to the accumulator and saves it in the accumulator.

1.13.3.4 Indirect Addressing
Indirect addressing transfers a byte or word between a register and a memory 
location. The address of a memory location is stored in a register and that register 

In indirect addressing, the effective address is calculated by the processor using 

access (or accesses) to retrieve the data which is to be loaded in the register. 

Example: 
MOV A, M 

Here, the data is in the memory location pointed to by the contents of the HL pair. 
The data is moved to the accumulator.

Operand

Memory

Opcode        Register address R

Instruction

Memory address 
to operand

Registers

R

Fig. 1.13

1.13.3.5 Implied or Implicit Addressing

1.14 INSTRUCTION SET OF 8085
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1.14.1 Format of Assembly Language Instructions and Programs

converted into machine language code, and then stored in the memory of the 
microprocessor-based system. The conversion of an assembly language program 
into machine language code is called assembling; the application that performs this 

by the programmers. To facilitate the process of assembling, the assembly language 

 Memory address      Machine code/Opcode     Label     Mnemonics with operands      Comments

Fig. 1.14

In general, the assembly language mnemonics with their operands are written 

label. The purpose of labels is to give the correct branch addresses in instructions. 
Labels are separated from mnemonics with a colon. 

The comments column is essential for any program as it helps the programmer 
understand the logic of the program at any point in time. Without comments, it is 

from the mnemonics with a semicolon.

language programming. These columns must contain only binary numbers, but for 

columns automatically. 

Table 1.7

Memory  Machine code/  Label  Mnemonics  Comments  
address Opcode  with operands

    location

1.14.2 Data Transfer Instructions
Data transfer instructions are used to transfer data between two registers in the 
microprocessor or between a peripheral device and the microprocessor. Some 
instructions and their features are given in the following points. The complete list 
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32    Microprocessors and Interfacing

(iii) In direct addressing mode, MOV instruction is used for data transfer between 
registers. In indirect addressing mode, MOV is used for data transfer between 

the memory location pointed to by the HL pair is considered for data transfer.

Table 1.8 Data transfer instructions

Mnemonics Tasks performed on  Addressing  Instruction  Example  
 execution mode length

 to the register

 the register pair

 the source register to  direct 
 the destination register

 with the data from the  direct 
 memory location  
 indicated by the  

 registers directly from  direct 
 the two consecutive  
 memory locations  
 indicated by the  

 the accumulator in the  direct 
 memory location  
 indicated by the  

 
 the H and L registers  direct 
 in two consecutive  
 memory locations  
 indicated by the  

PUSH Rp Pushes the contents of  Register One byte PUSH B  
 the register pair onto  direct 

POP Rp Pops the top two memory  Register One byte POP H  
 

 onto a register pair

 accumulator to the port  
 indicated by the  

(Contd)
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Table 1.8 Data transfer instructions (Contd)

Mnemonics Tasks performed on  Addressing  Instruction  Example  
 execution mode length
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34    Microprocessors and Interfacing

1.14.3 Arithmetic Instructions

Table 1.9 Arithmetic instructions

Mnemonics Tasks performed on  Addressing  Instruction  Example 
 execution mode length

 

 
 

 

 
 

(Contd)
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Table 1.9  (Contd)

Mnemonics Tasks performed on  Addressing  Instruction  Example 
 execution mode length

 register and the carry to  direct
 the contents of the  
 accumulator
SUB R Subtracts the contents of  Register One byte SUB B 
 the register from that of  direct
 the accumulator
SBB R Subtracts the contents  Register One byte SBB C 
 of the register and the  direct
 borrow from that of the  
 accumulator

Register
 register pair to that of the  direct
 H and L registers

Register
 by 1 direct

Register
 pair by 1 direct
DCR R  Decrements the register  Register One byte DCR E
 by 1 direct

Register
 pair by 1 direct

 
 memory location pointed  
 to by the HL register pair  
 to that of the accumulator

 
 memory location pointed  
 to by the HL register pair  
 and the carry to that of  
 the accumulator
SUB M Subtracts the contents of  Indirect One byte SUB M 
 the memory location  
 pointed to by the HL  
 register pair from that  
 of the accumulator
SBB M Subtracts the borrow and  Indirect One byte SBB M 
 the contents of the  
 memory location pointed  
 to by the HL pair from  
 that of the accumulator

(Contd)
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36    Microprocessors and Interfacing

Table 1.9  (Contd)

Mnemonics Tasks performed on  Addressing  Instruction  Example 
 execution mode length

 
 location pointed to by the  
 HL register pair by 1
DCR M Decrements the memory  Indirect One byte DCR M 
 location pointed to by the  
 HL register pair by 1

 
 the accumulator from  
 binary to BCD (Decimal- 

and the other given or addressed in the instruction. 

addition.
 (iii) Similarly, subtract-with-borrow instructions are used in multi-byte and 

higher-order byte subtraction.
 (iv) Increment and decrement instructions can be operated not only on the 

accumulator, but also on other registers including memory locations.

used to convert the result of the binary addition of BCD numbers into a BCD 
number. This instruction cannot be used to directly convert binary numbers 
into BCD numbers.

1.14.4 Logical Instructions

Table 1.10 Logical instructions 

Mnemonics Tasks performed on execution Addressing  Instruction  Example 
  mode length

 
 with the contents of the accumulator.

 
 with the contents of the accumulator.

 
 with the contents of the accumulator.

(Contd)
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Table 1.10 Logical instructions (Contd)

Mnemonics Tasks performed on execution Addressing  Instruction  Example 
  mode length

 
 of the accumulator.

 
 

 of the accumulator.
 

 logically ORed with the contents  direct 
 of the accumulator.

 
 location pointed to by the HL  

 
 with the contents of the accumulator.

 
 location pointed to by the HL  

 
 with the contents of the accumulator.

 
 location pointed to by the HL  
 register pair is logically ORed  
 with the contents of the accumulator.
RLC  Rotates the bits of the accumulator  Implicit One byte RLC 
 left by one position
RRC Rotates the bits of the accumulator Implicit One byte RRC 
 right by one position

 
 left by one position, through the carry

 
 right by one position, through the carry

 
 contents of the accumulator
CMP R Compares the contents of the register Register One byte CMP B 
 with that of the accumulator direct
CMP M Compares the contents of the memory  Indirect One byte CMP M 
 location pointed to by the HL register  
 pair with that of the accumulator

 
 accumulator
CMC Complements the carry Implicit One byte CMC
STC Sets the carry Implicit One byte STC
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38    Microprocessors and Interfacing

other given or addressed in the instruction. Logical operations can be performed 
with immediate data, data stored in a register, or indirectly addressed memory 
location content.
 Besides the instructions already mentioned, two types of rotate instructions 

contents within itself. The RLC instruction shifts the accumulator content left by 

one bit.

the accumulator. 

the magnitude of two binary numbers. The compare instructions are used to 

CPI instruction uses immediate addressing and CMP uses registers or indirectly 
addressed memory location for comparing with the accumulator. The result of the 

1.14.5 Branching Instructions
Branching instructions are used to transfer the program execution to a different 
address. Branching instructions are of two types—jump instructions and 
subroutine instructions. The jump instructions merely transfer the execution from 
one location in the program to another, whereas the subroutine instructions in the 
main program transfer execution to a new location and also return to the main 

Table 1.11. PCHL instruction is a special instruction used to branch to the address 
stored in the HL register pair.
 RST n
RST n instruction, the program execution will be transferred to the address given 
by n 

instructions are given such that the lower-order byte of the address follows the 
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Table 1.11 Branching instructions

Mnemonics Tasks performed on  Instruction  Example 
 execution length

RET  Return unconditionally One byte RET 
RC  Return on carry One byte RC 

RP  Return on positive One byte RP 
RM  Return on minus One byte RM 
RZ  Return on zero One byte RZ 

RPE  Return on parity even One byte RPE 
RPO  Return on parity odd One byte RPO 
PCHL Copy HL contents to  One byte PCHL 
 the program counter

1.14.6 Machine Control Instructions
Machine control instructions are used to control the microprocessor execution 

no changes occur in the contents of the registers. The program counter alone 
is incremented to fetch and execute the next instruction. 

 (ii) HLT instruction is used to halt the execution of the program. The operation 
of the microprocessor is suspended when HLT instruction is executed. The 
only way to exit the halt state is to apply the hardware reset signal. 
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40    Microprocessors and Interfacing

 (iii) Interrupts are disabled and enabled using DI and EI signals, respectively. 
Once the DI instruction has been executed, the processor ignores any 
interrupt request received. To enable interrupts again, the EI instruction has 
to be executed.  

 (iv) The SIM instruction is used to send serial data on the serial output data 
(SOD) line of the microprocessor and the RIM instruction is used to receive 
serial data on the serial input data (SID) line of the processor. The SIM and 
RIM instructions are also associated with the setting and reading of interrupt 

Table 1.12 Machine control instructions

Mnemonics Tasks performed on execution  Addressing  Instruction  
  mode  length

HLT Halts the microprocessor execution Implicit One byte
DI Disables interrupts Implicit One byte
EI Enables interrupts Implicit One byte

1.15 SAMPLE PROGRAMS
1. Write an assembly language program to add two numbers. 

The program given in Table 1.13 uses immediate addressing for the two data to be 

carry is generated from the addition. 

Table 1.13

Memory  Machine code/ Labels Mnemonics with  Comments   
address Opcode  operands

This program also uses immediate addressing for loading the data in the processor 
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Table 1.14

Memory  Machine Labels Mnemonics with  Comments 
address code/  operands 
 Opcode

      double addition instruction. 

3. Write an assembly language program to add the two numbers stored in the 

This program uses indirect addressing instructions to load the numbers to be 
added in the processor registers. The carry, if generated, is ignored. The program 

Table 1.15

Memory  Machine Labels Mnemonics with  Comments 
address code/  operands 
 Opcode

      accumulator.

      the memory location of the next  
      number.

      the next memory location.

      accumulator in the memory location  
      pointed to by the HL register pair.
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42    Microprocessors and Interfacing

1.16 INSTRUCTION EXECUTION 

program counter, and then decode and execute the instruction within the processor. 

is an object to be operated on, such as a byte or the contents of a register. 
 Instruction cycle

 Machine cycle is the time required to complete one operation—accessing either 

 T-state 

a processor.

operand fetch, and memory read/write or I/O read/write. The microprocessor’s 

 (i) Memory read/write (ii) I/O read/write

  POINTS TO REMEMBER  

The microprocessor is an electronic circuit that functions as the central processing 
unit (CPU) of a computer, providing computational control. 
The microprocessor is the controlling element in a computer system. The 
microprocessor performs data transfers, does simple arithmetic and logical 

The basic operation of the microprocessor is to fetch instructions stored in the 
memory and execute them one by one in sequence. 
Microprocessors are used in almost all advanced electronic systems. 
Microcontrollers are advanced forms of microprocessors, with memory and ports 
present within the chip.

microprocessor.

The microprocessor is a semiconductor device consisting of electronic logic 
circuits manufactured using either large-scale integration (LSI) or very large-scale 

 is a collection of wires connecting two or more chips.

devices using three buses—address bus, data bus, and control bus.
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signal.
The data bus is a group of eight lines (D0–D7). 
It supports external interrupt request. 

DE, and HL. 

 The microprocessor operations related to data manipulation can be summarized in 

  (i) Transferring data
  (ii) Performing arithmetic operations
  (iii) Performing logical operations
  (iv) Testing for a given condition and altering the program sequence

and three-byte instructions.

registers, or implicit in the opcode. The method of specifying an operand (directly, 
indirectly, etc.) is called addressing mode.
The instructions are executed in steps of machine cycles and each machine cycle 
requires many T-states.

  KEY TERMS  

Accumulator

The output of an operation is also stored in the accumulator. The accumulator is 

Address bus This bus carries the binary number (i.e., the address) used to access 
a memory location. Binary data can then be written into or read from the addressed 

bits. 
Addressing mode It is the method of specifying the data to be operated on by the 
instruction.
Bus It is a group of conducting lines that carry data, address, and control signals
Clock speed This determines how many instructions per second the processor can 

Control bus This bus has various lines for coordinating and controlling 
RD and WR lines. 

Data bus This bus carries data in binary form between the microprocessor and 

DMA controller 
on the Hold pin. 
Flag
the status of the instruction executed most recently.
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44    Microprocessors and Interfacing

Hold and HLDA

signal.
Immediate addressing It transfers the operand given in the instruction—a byte or 
word—to the destination register or memory location.
Implied addressing 
to be operated on.
IN This instruction is used to move data from an I/O port to the accumulator.
Indirect addressing It transfers a byte or word between a register and a memory 
location addressed by another register.
Instruction cycle It is the time required to execute an instruction.
IO/M signal
input/output instructions it is high; for memory reference instructions it is low.
JMP and CALL 

sequence can be resumed.
Machine cycle It is the time required to access the memory or input/output devices.
Memory direct addressing It moves a byte or word between a memory location 
and a register.
Opcode 
Operand It is the data on which the operation is performed.

This instruction is used to move data from the accumulator to an I/O port. 
Ready It is an input signal to the processor. It is used by the memory or I/O devices 
to get extra time for data transfer or to introduce wait states in the bus cycles.
Register direct addressing It transfers a copy of a byte or word from a source 
register to a destination register.
Timing diagram 
for execution. The execution time is represented in T-states.
Trap 
or after reorganization of interrupt.
T-state 

  REVIEW QUESTIONS  

 1. What is the main function of a computer?

 11. What are the basic units of a microprocessor?
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address lines? 

 17. What is the role of CPU in a computer?

 

from an I/O access (read/write) signal?

other interrupts?
 33. When and where is the Ready signal used?

diagram.

MOV H, L.

instructions.

microprocessor.
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46    Microprocessors and Interfacing

  THINK AND ANSWER  

possible to write subroutines? How would the subroutine be called? How would 
one return to the main program? 
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